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The pluripotent genome in three dimensions is
shaped around pluripotency factors
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It is becoming increasingly clear that the shape of the genome impor-
tantly influences transcription regulation. Pluripotent stem cells
such as embryonic stem cells were recently shown to organize their
chromosomes into topological domains that are largely invariant
between cell types1,2. Here we combine chromatin conformation cap-
ture technologies with chromatin factor binding data to demonstrate
that inactive chromatin is unusually disorganized in pluripotent
stem-cell nuclei. We show that gene promoters engage in contacts
between topological domains in a largely tissue-independent manner,
whereas enhancers have a more tissue-restricted interaction profile.
Notably, genomic clusters of pluripotency factor binding sites find
each other very efficiently, in a manner that is strictly pluripotent-
stem-cell-specific, dependent on the presence of Oct4 and Nanog
protein and inducible after artificial recruitment of Nanog to a
selected chromosomal site. We conclude that pluripotent stem cells
have a unique higher-order genome structure shaped by pluripo-
tency factors. We speculate that this interactome enhances the robust-
ness of the pluripotent state.

In recent years, several technological advances have made it possible
to delineate the three-dimensional shape of the genome3. Spatial
organization of DNA has been recognized as an additional regulatory
layer of chromatin, important for gene regulation and transcriptional
competence4,5. In somatic cells active and inactive chromosomal
regions are spatially segregated6,7. Recently, the genome was further
shown to be subdivided into evolutionarily conserved topological
domains1,2.

4C (chromosome conformation capture combined with sequen-
cing) is a genome-scale variant of the 3C technology8, which examines
the spatial organization of DNA and measures the contact frequencies
of a chosen genomic site, or ‘viewpoint’, with the rest of the genome. To
assess chromosome topology in mouse E14 embryonic stem cells
(IB10), we generated high-resolution contact maps using 4C sequen-
cing9 for a series of individual sites representative of different chromo-
somal regions on various chromosomes (Supplementary Fig. 1 and
Methods). All 4C experiments show the typical result of a chro-
mosome conformation capture experiment, with the bulk of the signal
close to the viewpoint, intrachromosomal captures outnumbering
interchromosomal captures, and clustering of captures at distal sites6,7

(Supplementary Fig. 2 and Supplementary Table 1). To identify sig-
nificant intra- and interchromosomal contacts, we used a windowing
approach in combination with a false discovery rate (FDR) analysis
that determines significant clustering of independently captured
sequences (FDR, a 5 0.01; ref. 10). Contacts in this case can mean
either direct interactions between the chromatin of chromosomal
regions or indirect contacts via intermediate protein complexes. 3D-
DNA fluorescence in situ hybridization (FISH) experiments validated
the 4C results (Supplementary Fig. 3).

Different from what is observed in somatic cells, in embryonic stem
cells we find that transcriptionally inactive regions form low numbers
of specific long-range contacts (Fig. 1a, b). This is not due to their
inability to reach over large distances, but instead to a more random
organization of their long-range captures (Supplementary Fig. 4),
suggesting that inactive chromatin is spatially less organized in
pluripotent nuclei. We confirmed these results in an independent,
129/Cast, embryonic stem (ES) cell line11 (Supplementary Fig. 5a).
We furthermore show that this is not an intrinsic feature of the selected
regions as they do engage in many long-range contacts in astrocytes
(Fig. 1c and Supplementary Fig. 6). For example, the chemoreceptor
Tas2r110 gene, part of a cluster of taste receptors that is specifically
expressed in taste buds, engages in only three contacts in ES cells but
shows 34 specific contacts in astrocytes (Fig. 1d).

We assessed whether the lack of long-range contacts is a global
feature of ES cells, by analysing a recently published mouse ES cell
Hi-C data set1. ‘Virtual 4C’ contact profiles extracted from the Hi-C
data set (see Methods for details) correlate strongly to our ‘true 4C’
profiles (Supplementary Fig. 7), emphasizing the high level of agree-
ment between the data sets. The Hi-C data confirm on a global scale
that inactive and active chromatin differ in their propensity to form
specific long-range contacts in ES cells. Similar to our 4C data, this
difference is abolished in differentiated cells (cortex), where both active
and inactive chromatin engage equally well in specific long-range
contacts (Fig. 1e, f and Supplementary Fig. 8).

We next asked whether chromosomal organization is reversed
during cellular reprogramming. 129/Cast neural precursor cells
(NPCs)9 were transduced with a lentivirus containing a multicistronic
transcript encoding Oct4 (also known as Pou5f1), Klf4, Sox2 and
c-Myc, to generate induced pluripotent stem (iPS) cells. Quantitative
PCR (qPCR) expression analysis of several marker genes confirmed
reprogramming (Supplementary Fig. 9). A reactivated gene (Nanog)
gains contacts during iPS cell reprogramming, whereas a resilenced
gene (Ptprz1) loses all but two contacts (Supplementary Fig. 10), dem-
onstrating that cellular reprogramming is accompanied by the reemer-
gence of a pluripotency-specific spatial organization of the genome.

A closer inspection of the intrachromosomal contacts made by the
Nanog gene revealed another aspect of the 3D pluripotent genome;
Nanog was found to interact with many genes that are known to have
an important role in maintenance of ES cell pluripotency, including
Rybp, Ezh2, Tcf3 and Smarcad1. The ES-cell-specific nature of these
contacts becomes obvious from a comparison between the ES cell and
NPC contact profiles of the Nanog gene. Most of the ES-cell-specific
interacting regions have a high density of binding sites for the plur-
ipotency factors Oct4, Sox2 and Nanog (Fig. 2a, b). Importantly, we
also find such preferential associations when we apply 4C to the Sox2
enhancer (Supplementary Fig. 11). The ES cell Hi-C data1 show that
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Nanog-contacting regions also form preferential contacts among each
other (Fig. 2c). Among the interchromosomal contacts made by the
Nanog gene are again a large number of pluripotency related genes:
Mybl2, Dppa5, Rex1 (also known as Zfp42), Zfp281, Lefty1, Lin28a,
Esrrb, Klf5, Sall1, Cbx5 and Cbx7 (Fig. 2d and Supplementary Fig. 12;
see Supplementary Table 2 for a full list of contacted regions). The
contacts of Nanog with Esrrb and Zfp281 were verified by 3D-DNA
FISH (Supplementary Fig. 12). GREAT analysis12 of these interchro-
mosomal contacts reveals strong enrichment for genes involved in
pluripotency and early embryogenesis, which is not observed for unre-
lated viewpoints or in other tissues (Supplementary Table 3). This
suggests that pluripotency genes prefer to cluster with other pluripo-
tency-specific genes.

We designed a computational strategy, paired-end spatial chro-
matin analysis (PE-SCAn) (Fig. 2e), which combines chromatin factor

binding data and Hi-C data to analyse, on a global scale, whether given
genomic sites (bound by a protein of interest) in different topological
domains have a preference to interact among each other. PE-SCAn
shows that individual Nanog-, Sox2- or Oct4-binding sites have little
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Figure 1 | Inactive regions lack specific long-range interactions in
embryonic stem cells. a, Domainogram analysis (see Methods) shows 4C
profiles of Retsat, Nanog, Ptprz1 and gene desert (top to bottom) in ES cells.
Plots represent contact profiles of active (dark green; n 5 7) and inactive (dark
red; n 5 8) viewpoints. Below the domainograms, a map of the chromosomal
position of the genes is plotted. b, Quantification of the number of significantly
contacted regions for different viewpoints in ES cells. Green bars denote
viewpoints in active regions, red bars denote viewpoints in inactive regions.
c, Chromosomal maps show read count distribution for a gene desert (at
44.5 Mb) and for Tas2r110, for ES cells (red) and astrocytes (blue). The 4C
signal is calculated using a sliding window average (running mean) of the read
counts (window size is 51). The vertical axis is maximized at the ninety-fifth
percentile. d, Quantification of the number of far-cis regions that are
significantly contacted by a given viewpoint in ES cells (red) or astrocytes
(blue). GD, gene desert. e, A pairwise contact matrix was generated to calculate
disorganization scores from the Hi-C data (see Methods). Chromosome 6 was
segmented into regions with high density of H3K4me1 and low density of
H3K4me1, as a proxy for active and inactive chromatin. The pairwise contact
matrix was subdivided into contacts between two regions of high H3K4me1
density (H3K4me1high/high) or low H3K4me1 density (H3K4me1low/low) or
between a region with low H3K4me1 density and a region with high H3K4me1
density (H3K4me1low/high). f, From the distribution of H3K4me1 high and low
regions, we calculated an expected distribution of long-range contacts, under
the null hypothesis that there is no difference between active and inactive
regions with respect to their long-range contacts. An enrichment score is
calculated by dividing the observed scores by these expected values.

Tcf3 Rybp
Kras

Bcat1

Fraction ES-specific 
interactions

a

b

4
C

 s
ig

n
a
l

Esrrb Sall1 Klf5

chr12 chr8 chr14

d

c Nanog

e

Binding sites
Hi-C tags

dx dy

dy

dx

Frequency matrix

f

mES

Cortex

Nanog HD Sox2 HD Oct4 HD

ES

NPC

4
C

 s
ig

n
a
l

R
e
la

ti
v
e

4
C

 s
ig

n
a
l

+500 kb
–500 kb

100
80
60
40
20

0

100
80
60
40
20

0

3
2
1
0

–1
–2

70 80 90 100 110 120 130 140 150

0.0 1.0

Low
density

Nanog

Sox2

Oct4

Sox2/
Oct4/

Nanog

150

140

130

120

110

100

90

90 100 110 120 130 140 150

Chromosomal position (Mb)

87.6 88.0
10
6
2
0

10
6
2
0

91.4 92.0
10
6
2
0

99.6 100.0

2.5

2.0

1.5
1.0
–500

0

500

T
a
g

 e
n

ri
c
h

m
e
n

t

PE1 distance (kb)

P
E

2
 d

is
ta

n
c
e
 (k

b
)

–500

0

500

2.5

2.0

1.5
1.0
–500

0

500 –500

0

500

2.5

2.0

1.5
1.0
–500

0

500 –500

0

500

2.5

2.0

1.5
1.0
–500

0

500 –500

0

500

2.5

2.0

1.5
1.0
–500

0

500 –500

0

500

2.5

2.0

1.5
1.0
–500

0

500 –500

0

500

Figure 2 | Expressed Nanog gene shows preferential interaction with other
pluripotency genes. a, Chromosomal map of 4C signal for the Nanog gene in
ES cells and NPCs. Representative 4C data (n 5 6 (ES cell) and n 5 2 (NPC)
biological replicates) is normalized to reads per million and plotted as a running
mean with a window of 31. Bottom panel shows the ES cell to NPC ratio. Red,
purple and blue rectangles denote the windows with a high density of Nanog-,
Sox2- and Oct4-binding sites, respectively. High-density is defined as .5 sites
per 100 kb. b, Violin plots show quantification of ES cell/NPC ratios for regions
with a high density of binding sites for Nanog, Sox2, Oct4 and all three
combined. c, Combined Hi-C–4C plot for the telomeric region of chromosome
6, shows a normalized Hi-C contact matrix (see Methods) with the 4C data for
Nanog superimposed. Red, purple and blue rectangles show the high-density
regions, as in a. Green arrowheads point to Nanog high-density (HD) Hi-C
interactions other than with the Nanog enhancer. d, Examples of
interchromosomal contacts made by Nanog with pluripotency genes Esrrb27,
Sall1 (ref. 28) and Klf5 (ref. 29). See methods for the definition of the 4C
enrichment score. Nanog-, Sox2- and Oct4-binding sites are again highlighted
with red, purple and blue rectangles. e, Schematic depiction of paired-end
spatial chromatin analysis (PE-SCAn). Hi-C di-tags are sequentially aligned to
ChIP-seq binding sites. From the total set of distances dx and dy, a normalized
two-dimensional frequency matrix is calculated (see Methods). Hi-C pairs
within 5 Mb were excluded to focus the analysis on contacts between, rather
than within topological domains. f, PE-SCAn plots show the alignment of
intrachromosomal Hi-C data to high-density clusters of pluripotency factors
($5 sites in 50 kb, Nanog: n 5 423, Sox2: n 5 607, Oct4: n 5 1025). Top row
shows alignment of ES cell Hi-C data, bottom row shows alignment of cortex
Hi-C data.
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preference to contact each other over such large chromosomal
distances (Supplementary Fig. 13a). However, clusters of Nanog-,
Oct4- or Sox- binding sites (5 or more per 50 kilobases (kb)) do show
a strong preference to interact with each other in ES cells (Fig. 2f).
When we circularly permute the positions of the Nanog, Sox2 or Oct4
clusters, this preference is not observed, confirming that these inter-
actions are specific (data not shown). Moreover, these contacts are
tissue-specific as they are absent in the cortex (Fig. 2f).

We also used PE-SCAn to investigate the contribution of other
factors to the shape of the pluripotent genome. Although CTCF and
cohesin have both been implicated in higher-order chromatin fold-
ing13, CTCF has been suggested to predominantly form chromatin
loops over shorter distances14,15. Indeed, we find that CTCF, but also
cohesin-binding sites, contribute little to chromosome folding over
larger distances (Fig. 3a and Supplementary Fig. 13b). Recent chro-
mosome architecture experiments have revealed a central role for
promoters in chromosome topology16. PE-SCAn for histone H3
trimethyl Lys 4 (H3K4me3) confirmed that active transcriptional start
sites are engaged in specific long-range contacts (Fig. 3b). However,
their contribution is largely tissue-invariant, because promoters
marked by H3K4me3 in either ES cells or cortex also find each other
equally well in the corresponding tissue (Fig. 3b). This is different
for active enhancer sites (H3K27ac17), which contribute to genome
topology in a more tissue-restricted manner (Fig. 3b). Pluripotency
factors, but also cohesin, often bind to enhancer sequences. For Oct4,
Sox2, Nanog and cohesin we find that 41%, 38%, 35% and 27%,
respectively, of binding sites overlap with active enhancer sites. All
intersected enhancer sites show an equal preference for homotypic
contacts as the unselected enhancers (Fig. 3c). Importantly, the
preferred contacts among Nanog enhancers were not dependent on
cohesin (Fig. 3d). Finally, we assessed chromosomal contacts among,
respectively, enhancer and cohesin clusters (5 or more per 50 kb). We
found that they have no advantage over isolated sites to interact with
each other, and that their contact preference is not as pronounced as
seen for clusters of pluripotency-factor-binding sites (Supplementary
Fig. 13b).

To investigate whether this pluripotency-specific genome con-
figuration is dependent on pluripotency factors, we used ZHBTc4
(ref. 18) and RCNbH (ref. 19) ES cell lines, which allow the acute
depletion of Oct4 and Nanog protein, respectively (Fig. 4a, b and
Supplementary Fig. 14a, b). After Oct4 or Nanog protein removal,
the overall chromosome topology is largely unaffected (Fig. 4c and
Supplementary Fig. 14c). However, a close comparison between
factor-depleted and wild-type contact profiles reveals a decrease in
contact frequencies specifically at clusters where pluripotency factors
normally bind (Fig. 4d, e). Quantification confirms that the regions
with reduced contact frequency after removal of Oct4 or Nanog
protein are those with a high density of cognate binding sites and
not, for example, regions with a high density of CTCF-binding sites
(Fig. 4f, see Methods for details). Of note, partial loss of Nanog by short
interfering RNA (siRNA)-mediated knockdown (78%) has no effect
(Supplementary Fig. 15), indicating that full knockout of Nanog
protein is required to affect chromosome topology in ES cells.

To test further whether pluripotency factor binding has a direct role
in this pluripotent-stem-cell-specific genome configuration, we made
use of a C56Bl/6–129S1/SvImJ ES cell line with a 2563 lacO repeat
cassette integrated into the C56Bl/6 Nfix allele on chromosome 8
(Fig. 4g and Supplementary Fig. 16). We targeted green fluorescent
protein (GFP)–LacR–Nanog fusion proteins to these lacO repeats and
performed allele-specific 4C (ref. 20) to simultaneously analyse the
contact spectra of the targeted C56Bl/6 and the non-targeted 129S1/
SvImJ allele. Again, the overall chromosome topology for both alleles
was highly similar, but several new specific contacts were found for the
C56Bl/6 allele. Notably, these contacts coincide with high-density
Nanog-binding sites around the pluripotency genes Sall1 and Klf2
and the Irx cluster of developmental regulators. Circular permutation

of the positions of the high-density Nanog clusters showed that
increased contact frequency was significantly enriched at these sites
(P , 0.001), demonstrating that Nanog has a direct role in bringing
together distantly located clusters of Nanog-binding sites.

Our data show that pluripotency transcription factors shape the
pluripotent genome via spatial intra- and interchromosomal gathering
of high-density binding sites. It has been suggested previously that
transcription factors position tissue-specific and co-regulated genes
in somatic cells21–23. However, in contrast to previous studies, we
validated this concept by comparing genome-wide contact maps
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Figure 3 | Spatial interactome of chromatin factors is revealed by PE-SCAn.
a–d, PE-SCAn plots for various chromatin factors. Plots are the same as in
Fig. 2e, but with a different scale on the vertical axis. Note that the height of the
data is colour-coded according to the colour bar shown in a. Top row represents
mouse ES cell Hi-C data, bottom row represents cortex Hi-C data. a, PE-SCAn
plots for known looping factors CTCF and cohesin (Smc1). b, PE-SCAn plots
for promoter (H3K4me3) and active enhancer (H3K27ac) marks in mouse ES
cells and cortex. c, PE-SCAn plots for active enhancer sites co-bound by cohesin
(Smc1), Nanog, Sox2 or Oct4. d, PE-SCAn plots for genomic sites with active
enhancer marks and Nanog binding, but which are devoid of cohesin. Left,
mouse ES cell Hi-C data; right, cortex Hi-C data.
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generated in wild-type and transcription factor knockout cells and by
studying an artificially induced cluster of binding sites. Our obser-
vation that targeting or removing a given factor to or from the genome

only changes specific contacts while the overall folding of chromo-
somes remains intact is in accordance with a recently proposed model
for chromosome topology. This ‘dog-on-a-lead’ model predicts that
chromosomes are dominant over their individual segments (genes,
domains, enhancers) in dictating the overall shape of the genome,
but that segments can search the nuclear subvolumes they occupy
for preferred contact partners24. There is accumulating evidence that
stochastically determined nuclear environments can influence the
transcriptional output of resident genes, leading to cell-to-cell variabil-
ity25,26. We propose that the observed spatial clustering of pluripotency
factor binding sites in pluripotent stem cells enhances the transcription
efficiency of nearby genes and thereby contributes to the robustness of
the pluripotent state.

METHODS SUMMARY
4C sequencing and mapping. 4C sequencing was performed as previously
described9. We used HindIII as the first restriction enzyme to generate the 3C
template, which was further trimmed with DpnII. Sequencing was performed on
Illumina GAII and HiSeq 2000 over multiple runs. Raw sequencing data and mapped
wig files can be found under Gene Expression Omnibus (GEO) accession GSE37275.
PE-SCAn. To assess which factors are associated with genome organization, we
aligned ChIP data to the Hi-C data. For this, intrachromosomal captures that are
.5 Mb from each other are aligned to transcription-factor -binding sites. Only
captures where both di-tags mapped within 500 kb of a ChIP peak were considered
in the analysis. As a result we get for every pair of ChIP peaks on the same
chromosome a set of two distances (dx, dy), to all the Hi-C di-tags that are found
within 500 kb of these peaks. From the distribution of dx and dy a frequency matrix
is calculated with a bin size of 50 kb, which is normalized by dividing by a
randomized data set that is calculated by aligning the Hi-C data to a circularly
permuted ChIP-seq data set, that is, the ChIP peaks are linearly shifted 10 Mb
along the chromosome. In this manner the structure of the Hi-C data is preserved;
the structure of the ChIP data is also preserved, only shifted.
Depletion of pluripotency factors. RCNbH cells were treated with tamoxifen and
replated the next day. Seventy-two hours after initial tamoxifen treatment, cells
were collected for 4C template preparation and analyses. ZHBTc4 cells were
collected after 48 h of treatment with 1mg ml21 doxycycline.

Full Methods and any associated references are available in the online version of
the paper.
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Figure 4 | Pluripotency factors influence the 3D organization of the
genome. a, Immunoblot analysis before and after treatment of ZHBTc4 cells
with 1mg ml21 doxycycline for the indicated times. Oct4 and Nanog proteins
were detected using anti-Oct4 and anti-Nanog antibodies. UT, untreated.
b, Morphology and GFP expression of RCNbH cells before and 72 h after
treatment with 1mM tamoxifen (4-OHT, 4-hydroxytamoxifen). c, 4C
domainograms for Oct4-positive (2dox) and Oct4-negative (1dox) ZHBTc4
cells (n 5 2 biological replicates) show that overall chromosome topology is
maintained in Oct4-depleted cells. d, Zoomed-in regions show 4C signal (reads
per million) for Oct4-positive (top) and Oct4-negative (middle) cells. Bottom, the
difference (D) between the 4C signal of the Oct4-positive and -negative cells. Red,
purple and blue rectangles show high-density Nanog, Sox2 and Oct4 regions,
respectively. e, Same as d but for Nanog conditional knockout (cKO) (n 5 1).
Note that gene information is left out at this scale. f, Chromosome-wide analysis
of differential 4C interactions for the Nanog enhancer viewpoint. Loss of 4C
contact frequency is defined as a lower 4C signal in the knockout compared to the
non-depleted reference cell line. Loss of contact frequency is determined for high-
density Oct4, Nanog, Sox2 and CTCF (control) clusters for the Oct4-ablated and
Nanog-conditional knockout cell lines and the enrichment over the background
is calculated (see Methods for details). g, Schematic drawing depicting the
integration site of the lacO repeat cassette in the C57Bl/6 allele of the Nfix locus
and the targeting of GFP –LacR–Nanog fusion proteins. h, Domainograms
showing allele-specific 4C (ref. 20) for the C56Bl/6 (containing the lacO cassette)
and the 129 allele present in the hybrid ES cells (n 5 1). Bottom panels show
zoomed-in 4C profiles (C57Bl/6 green, 129 blue) for example differential regions.
Red rectangles indicate high-density Nanog clusters (6 sites per 100 kb).
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METHODS
Cell culture. E14 ES cells (129/Ola background) and C56Bl/6-129 ES cells were
grown in BRL-conditioned DMEM (high glucose, Gibco) supplemented with 15%
FBS, 13 non-essential amino acids (NEAA; Gibco), 13 penicillin–streptomycin
(Gibco), 1:1,000 b-mercaptoethanol (Invitrogen), 13 L-glutamine (Gibco) and
1,000 U ml21 leukaemia inhibitory factor (LIF; Gibco). Independently derived
129/Cast ES cells (129SVJ/Castaneus background) were grown on irradiated
mouse embryonic fibroblasts in DMEM supplemented with 15% FBS, 13 NEAA,
13 penicillin–streptomycin, 1:1,000 b-mercaptoethanol and 1,000 U ml21 LIF.
RCNbH cells were cultured in GMEM, b-mercaptoethanol, 10% FCS and LIF
as described previously19,30. ZHBTc4 (ref. 18) cells were cultured in GMEM,
b-mercaptoethanol, 15% FCS, sodium bicarbonate and LIF. Culture medium was
supplemented with 1mg ml21 doxycycline or 1mM tetracycline when applicable.
NPCs (E14 and 129/Cast) were grown in DMEM/F12 supplemented with 1:100 N2
(Gibco), 20 ng ml21 bFGF (Peprotech), 20 ng ml21 murine EGF (Peprotech). For
the 129/Cast NP cells 13 B-27 (Gibco) was added9. We generated astrocytes by
growing E14NP cells to confluency and washing twice with DMEM before adding
astrocyte medium (DMEM/F12 supplemented with 1:100 N2 and 2% FBS)31. The
culture medium was changed twice and cells were grown for 5 days to make sure
differentiation was complete, which was confirmed by immunofluorescence.
Generation of iPS cells. For generation of iPS cells, 10,000 129/Cast NPCs were
seeded on gelatin-coated dishes in N2B27 medium (StemCell Resources). Cells
were infected overnight with lentivirus expressing a multicistronic reprogramming
cassette, encoding the iPS factors Oct4, Klf4, Sox2 and c-Myc32. After 5 days, cells
were collected and plated on irradiated mouse embryonic fibroblasts. On day 6,
N2B27 medium was replaced with mouse ES cell medium (DMEM with 15%
FBS, 13 NEAA, 13 penicillin–streptomycin, 1:1,000 b-mercaptoethanol and
1,000 U ml21 LIF). iPS cell colonies were picked for clonal expansion on days
20–22 after infection. At passage 11 after colony picking, proper iPS cell repro-
gramming was examined by qPCR analysis on a panel of marker genes on total
RNA (pluripotency markers: Nanog, Zic3, Dppa4, Sall4, Cer1, Sox17 and Fgf5,
neuronal lineage markers: Olig2, Nestin, Blbp and Glast). Cells were collected for
4C at passage 11.
siRNA knockdown of Nanog. For our knockdown experiments we used a pool of
siRNA oligonucleotides targeting Nanog (M-057004-01) and a control pool con-
taining non-targeting siRNAs (D-001206-13, siGENOME SMARTpool, Dharmacon).
129/Cast ES cells were seeded without feeders in 100-mm culture dishes at ,20%
confluency on the day before transfection. Cells were transfected according to
the manufacturer’s protocol using 25 nM final siRNA concentration combined
with 50ml DharmaFECT 1. Transfection mixtures were added directly into the
culture medium and plates were incubated at 37 uC with 5% CO2. Forty-eight
hours after transfection, cells were collected for protein level analysis and 4C
template preparation.
Conditional ablation of Nanog and Oct4. RCNbH cells were treated with
tamoxifen and replated the next day. Seventy-two hours after initial tamoxifen
treatment, cells were collected for 4C template preparation and analyses. ZHBTc4
cells were collected after 48 h of treatment with 1mg ml21 doxycycline.
Protein analysis. Protein levels before and after conditional deletion were
analysed in cells collected at the time points as described above. Immunoblot
analysis was carried out on nuclear extracts that were made as described in33.
Extracts were subjected to SDS–PAGE34, and proteins were transferred to a
methanol-activated PVDF membrane. Blots were blocked in blocking buffer (5%
non-fat dry milk in TBST (50 mM Tris, pH 7.4, 150 mM NaCl, 0.1%Tween)) for 1 h
at room temperature or overnight at 4uC, while tumbling. Primary antibody was
diluted in blocking buffer and incubated for 1–3 h at room temperature or overnight
at 4uC, while tumbling. Blots were washed four times with TBST and incubated
with secondary antibody for 1 h in blocking buffer. Membranes were then incu-
bated with SuperSignal West Pro (Thermo Scientific) and digitally analysed using
an LAS 4000 ECL ImageQuant imager and ImageJ software. Used antibodies: anti-
Nanog (A300-397A, Bethyl Laboratories) at 1:5,000, anti-Oct4 (C30A3, Cell
Signaling Technology) at 1:1,000, anti-histone H3 (Abcam 1791) at 1:2,000.
Flow cytometry. Tamoxifen-treated and -untreated RCNbH cells were trypsinized
and pellets were resuspended as single cells in regular ES cell medium at about 106

per ml. For each condition, 50,000 live cells were analysed for GFP fluorescence,
using a Becton Dickinson FACSCalibur flow cytometer and FloJo software.
Generation of lacO targeted cell line. Homology arms were excised (KpnI digest)
from bacterial artificial chromosome (BAC) RP24-136A15, and ligated into a low-
copy bluescript plasmid. A total of 256 copies of a lacO array were inserted into a
unique AatII site of the homology arms. F1 ES cells derived from C56Bl/6 and 129
mouse strains were transfected with the linearized targeting construct by electro-
poration. After 14 days of selection with neomycine, positive colonies were picked
and screened by Southern blotting. The GFP–LacR–Nanog construct was generated
in the backbone of pHAGE2-IRES-puro with an EF1a promoter35. LacO cells were

stably transduced with the GFP–LacR–Nanog construct, and positive cells were
selected with puromycine for 10 days after which cells were collected and tested for
purity of by flow cytometry (90% GFP-positive). Allelic paired-end 4C technology
was performed as described20, using HindIII-DpnII digestion and the following 4C
primers: 59-AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACA
CGACGCTCTTCCGATCGGAACTAAATGGAGGATC-39 and 59-CAAGCAG
AAGACGGCATACGAGATCGGTCTCGGCATTCCTGCTGAACCGCTCTTC
CGATCTTACCAGGACCCCTGGGACCC-39.
3D-DNA FISH. 3D-DNA FISH for interchromosomal interaction was performed
essentially as described in ref. 2. For slide preparation, ES cells were spotted on
polylysine microscopy slides after which slides were washed in PBS. Cells were
fixed in 3% paraformaldehyde/PBS and washed twice with PBS, after which cells
were permeabilized on ice using ice-cold 0.5% Triton X-100 for 6 min. Slides were
then washed for 3 min with 70% ethanol and stored in 70% ethanol at 220 uC. For
preparation of probes, 10ml of both labelled BACs was combined with 5ml mouse
Cot1 DNA and mixtures were speedvacced until pellets were dry. Pellets were
resuspended in 12.5ml 501 hybmix, incubated for 5 min at 95 uC, cooled on ice,
and incubated for 30 min at 37 uC.

For FISH hybridization, slides were dehydrated for 3 min in 70% ethanol, 3 min
in 90% ethanol, 3 min in 100% ethanol, after which slides were air-dried. One-
hundred microliters of 701 hybmix was then added to the dried slides, and slides
were covered with a coverslip and incubated for 3 min at 85 uC. Slides were washed
on ice, using ice-cold 23 saline-sodium citrate buffer (SSC) for 5 min, then using
ice cold 70% ethanol for 5 min, after which slides were dehydrated again as
described above. After air drying, 10ml probe was added and covered with a
coverslip and hybridizing slides were incubated overnight at 37 uC in a humid
box containing 50% formamide/23 SSC. After hybridization, slides were washed
in 23 SSC for 5 min, which also removes the coverslip. Subsequently, slides were
washed three times for 10 min in 50% formamide/23 SSC at 37 uC. Slides were
then dehydrated as described above, and air-dried slides were mounted using 40ml
DAPI/Vectashield. Slides were covered with new coverslips and sealed with trans-
parent nail polish. We performed manual distance measurements in ImageJ using
the Image5D plugin.
General 4C template information. For high-quality 4C experiments library com-
plexity is crucial; by applying 4C to 1 million genome equivalents (3mg DNA), we
analyse a large number of ligation products per viewpoint. The generated DNA
contact profiles are therefore a true population average3. The observed ligation
products are the result of spatial proximity. Note that these ligation products can
be a reflection of direct DNA contacts (such as promoter–enhancer interactions) or
indirect contacts mediated by large macromolecular complexes or nuclear particles.

Experimental and primer design is done as previously described10. For the allele-
specific 4C we have used a paired-end 4C strategy20. To this end, we designed
forward and reverse primers compatible with the Illumina flow cell. The forward
primer analyses the ligation product and the reverse primer is selected such that it
sequences an SNP that distinguishes the C57Bl/6 allele from the 129S1/SvImJ
allele. After sequencing, this SNP is used to demultiplex the two alleles, to create
two separate 4C profiles.
Definitions. To make this methods section clearer to non-experts we present the
following definitions. Fragment: a genomic region (or sequence) that is generated
after the first restriction. In this case, the first restriction enzyme, that generates the
3C template, is always HindIII. Fragment end: to generate the 4C template, the 3C
template is further digested with a frequent cutter, in our case DpnII. The resulting
HindIII-DpnII restriction fragment is referred to as the fragment end, because this
restriction fragment represents the end of the 3C fragment. Capture frequency:
captures are defined as the ligations in the 3C protocol resulting from 3D genome
conformation. The 4C primers directly interrogate the ligation junction. Therefore
the resulting capture frequency can be estimated from counting the number of
reads coming from a given fragment end.
4C sequencing and mapping. 4C sequencing was performed as previously
described9. We used HindIII as the first restriction enzyme to generate the 3C
template, which was further trimmed with DpnII. Sequencing was performed on
Illumina GAII and HiSeq 2000 over multiple runs. Primer sequence (internal
barcode) is removed from the sequence and the trimmed reads were aligned to a
reduced genome consisting of sequences that flank HindIII restriction sites. The
mouse mm9 genome was used as the reference genome for mapping 4C sequence
captures. Non-unique sequences (repeats) that flank a restriction site were removed
from the analysis. From the mapping a frequency distribution along the genome is
calculated, which is the input for all downstream analyses. Raw sequencing data and
mapped wig files can be found under GEO accession GSE37275.
Statistical analysis of 4C data. Statistical analyses of 4C data (that is, domaino-
grams and target identification) was performed as described previously9,10. For
formal definitions we refer the reader to these articles. Here we will briefly describe
underlying principles of the data analysis. An inherent challenge of 4C data (and
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genome-wide chromosome capture data in general) is the highly non-uniform
data distribution. Close to the viewpoint the signal is very high, whereas the signal
rapidly decreases as a function of the distance from the viewpoint. Therefore, we
statistically define significant interactions as regions that have an increased number
of captures compared to the local background. To this end we must estimate the local
background capture frequency. To minimize potential PCR artefacts we transform
the 4C-seq read count at HindIII-DpnII fragment ends to binary data (that is,
captured or not captured). From this it is clear that 0 s play an essential role in
determining significant interactions. Local background is then determined as the
frequency of captured fragment ends (1 s) in a large window, typically 3,000 fragment
ends. Following the binomial distribution, we can estimate m and s (for details see
ref. 10, which is used to determine a z-score for a window of fragment ends of fixed
size.

To visualize the 4C data using domainograms, z-scores are calculated using
windows with a range of size (from 3 to 200). The z-scores are subsequently
transformed to P values with a one-tailed normal test. The 2log10-tranformed
P values are colour-coded and visualized along the linear chromosome. As such
regions can be visualized with a high likelihood of interaction with the viewpoint.

To distill discrete regions of significant interaction we choose a fixed window
size of 100 fragment ends and calculate the z-scores for this window size across the
chromosome. To select significant regions we determine the z-score threshold
based on a FDR level of 0.01. The FDR is determined based on the z-score
distribution in 100 randomly permuted chromosomes. The windows exceeding
the z-score threshold are selected as significantly contacted regions.
Analysis of 4C trans-interactions. In our data set we find highly specific inter-
chromosomal interactions. Like the intrachromosomal profiles we calculate an
enrichment score over the background capture frequency. However, because the
background capture frequency is distributed more or less uniformly across the
chromosome, we can use a single background frequency per chromosome. The 4C
enrichment score is calculated in the following way:

Etrans,i~
w:pw,i{(pchrom

:w)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w:pchrom

:(1{pchrom)
p ð1Þ

in which w is the window size, and i is window index along the chromosome.
pchrom is defined as follows:

pchrom~
Ncaptured

Nchrom
ð2Þ

in which Ncaptured is the number of fragment ends captured on the chromosome
and Nchrom is the total number fragment ends on the chromosome. pw,i is defined
as follows:

pw,i~
nw,i,captured

w
ð3Þ

in which nw,i,captured is the number of fragments captured in genomic window i of
size w.

Windows with an Etrans,i larger than 6 were chosen for subsequent analysis in
GREAT.
4C/Hi-C alignment to ChIP profiles. To test enrichment of 4C signal along ChIP
peaks we aligned the trans fragments to nearest ChIP peak. We used several ES cell
ChIP-seq profiles from various sources. For Oct4, Sox2 and Nanog we used the
data described in ref. 36 (GSE11724). H3K27ac was taken from ref. 37
(GSE24165). Smc1 data38 (GSE22557), H3K4me3 (ref. 39) (GSE12241), RNA
PolII and CTCF (mES cell and cortex), H3K27ac and H3K4me3 (cortex)17

(GSE29218).
4C data was binarized because in trans the capture frequency is so low that read

count more likely represent differences in PCR efficiency rather than genuine
unique captures. For the binarized data the distance to the nearest ChIP peak
was calculated. To calculate enrichment scores, the distances to the nearest ChIP
peak were sorted (that is, aligned) and a sliding average was calculated. The
window size of the sliding average was set to 1% of the total data set.
Hi-C normalization and analysis. Hi-C data1 was downloaded from GEO (acces-
sion GSE35156). We removed all read pairs that are mapped within 500 bp of each
other on the chromosome, because these read pairs are probably genomic back-
ground sequence, rather than bona fide Hi-C captures. For the virtual 4C and
disorganization analysis we average the data to bins of 100 kb, which results in a
matrix of pairwise capture frequencies between all the genomic bins. A proper
analysis of the Hi-C data requires that we correct the Hi-C matrix for genomic
biases. For this normalization we assume that the capture probability in a given
genomic bin is dependent on the number of restriction sites in this bin. The strong
positive correlation between the restriction site density and the number of captures
for that given bin is evidence that this assumption is correct (data not shown). We
therefore normalize the bins by dividing by the capture probability. First we

calculate the restriction density in 100-kb bins along the chromosome, which gives
us a capture probability for in a given bin (pcapture,i). The capture probability
between two bins on the chromosome (Pcapture,i,j) can now be calculated by taken
the product of the capture probabilities of the two single bins (pcapture,i, pcapture,j).
Before normalization the correlation between the diagonals of the the Hi-C mat-
rices for the NcoI and HindIII experiments from mouse ES cells is 0.32. However,
after normalization this correlation has jumped to 0.86.

For the virtual 4C based on the Hi-C data, we combine the three normalized
matrices (23 HindIII, 13 NcoI). Because the data are too sparse to perform a
virtual 4C analysis for a single fragment, we analyse a single row from the Hi-C
interaction matrix. For comparison, we also calculate the average 4C signal in
100-kb genomic bins.

For the analysis of genomic disorganization we use the two HindIII experiments
for mouse ES cell and cortex (GSE35156). In this analysis we want to compare the
propensity of active and inactive regions to contact regions over large genomic
distances. To this end we segment the chromosomes in active and inactive bins of
100 kb, based on the density of H3K4me1 sites40. On the basis of this segmentation
we can create a matrix with similar in size to the Hi-C matrix. In this matrix three
classes of interaction bins can be created: (1) H3K4me1 high in both: interaction
bin between two active genomic regions; (2) H3K4me1 low in both: interaction bin
between two inactive genomic regions; and (3) H3K4me1 low/H3K4me1 high:
interaction bin between and active and inactive.

Because we perform a 50/50 segmentation, the classes H3K4me1high/high and
H3K4me1low/low will both be 25% of the interaction bins, H3K4me1high/low class
will be 50% of the interaction bins. In addition, the Hi-C matrix is segmented into
high-contact and low-contact bins by setting an arbitrary threshold (75% quantile
value of the entire matrix). Next, we overlay the segmented Hi-C matrix and the
contact bins to determine the number of long-range contacts made for each of the
classes. We use various minimal distance cut-offs running from 10–70 Mb with
step sizes of 10 Mb. This process is schematically explained in Fig. 1e.
Alignment of Hi-C data to ChIP peaks (PE-SCAn). To assess which factors are
associated with genome organization, we aligned ChIP data to the Hi-C data. To
this end we selected the intrachromosomal captures, however, because of the
strongly non-uniform distribution we removed the captures that lie within 5 Mb
of each other. This has the effect that we only analyse interactions between, rather
than within, topological domains. The Hi-C pairs were aligned to the ChIP data in
two iterations. First, one end of the paired reads was aligned to the ChIP data. Only
reads that mapped within 500 kb up- or downstream of the ChIP peaks were
selected for further analysis. Of this reduced set the corresponding read was also
aligned to the ChIP peaks within 500 kb. As a result we get for every intrachro-
mosomal pair of ChIP peak a set of two distances (dx, dy), to all the Hi-C ditags
that are found within 500 kb of these peaks. From the distribution of dx and dy a
frequency matrix is calculated, which is the result of our two-dimensional align-
ment, with a bin size of 50 kb. To calculate whether the binding sites of a given
factor show preferential spatial contacts, we calculate an enrichment score over a
randomized data set. The randomized data set is calculated by aligning the Hi-C
data to a circularly permuted ChIPseq data set, that is, the ChIP peaks are linearly
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