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A classic problem in population and evolutionary biology is to understand how a population optimizes its fitness in fluctuating environments ${ }^{1-4}$. A population might enhance its fitness by allowing individual cells to stochastically transition among multiple phenotypes, thus ensuring that some cells are always prepared for an unforeseen environmental fluctuation. Here we experimentally explore how switching affects population growth by using the galactose utilization network of Saccharomyces cerevisiae. We engineered a strain that randomly transitions between two phenotypes as a result of stochastic gene expression ${ }^{5-9}$. Each phenotype was designed to confer a growth advantage over the other phenotype in a certain environment. When we compared the growth of two populations with different switching rates, we found that fastswitching populations outgrow slow switchers when the environment fluctuates rapidly, whereas slow-switching phenotypes outgrow fast switchers when the environment changes rarely. These results suggest that cells may tune inter-phenotype switching rates to the frequency of environmental changes.
and concentrations of nutrients and toxins. Early theoretical work on this topic often focused on understanding the connection between environmental fluctuations and genetic diversity ${ }^{1-4}$. However, recent studies demonstrating the importance of phenotypic heterogeneity in genetically identical cells have renewed an interest in studying this problem from the perspective of an isogenic population that is able to express multiple distinct phenotypes ${ }^{10-17}$. Without the need to sense the environment, cells could 'blindly' anticipate and survive environmental changes by randomly switching among multiple phenotypes, each fit to a particular environment. Here we focus on a system with two environments and two phenotypic states (Fig. 1a). If the stochastic switching between the two phenotypic states is much faster than the switching between the two environmental states, a high level of phenotypic diversity is expected (Fig. 1b, left panel). However, if the phenotypic switching rate is much slower than the environmental switching rate, the population is expected to be more homogenous at any given point in time (Fig. 1b, right panel). Which of these two strategies is more beneficial for the population is not a priori obvious.

Unlike controlled laboratory environments, cells in the wild have to face and surmount the challenges raised by random fluctuations in extracellular conditions, including fluctuations in temperature, pH ,

Figure 1 Stochastic switching in changing environments. (a) Two states (phenotypes) exist for each cell, ON (orange) and OFF (green). Cells randomly switch between the two states with frequencies $r_{\mathrm{ON}}$ and $r_{\mathrm{OFF}}$. The first environment $\left(E_{1}\right)$ has no uracil, whereas the second $\left(E_{2}\right)$ has both 5-FOA and uracil. A cell is either fit or unfit to its environment depending on its specific phenotype. For example, in $\mathrm{E}_{1}$, on-state cells are fit and have a growth rate of $\gamma_{0 N}$, but the unfit off-state cells proliferate with a smaller growth rate, $\gamma_{0 F F}$. (b) Cellular lineage for fast and slow switchers. Single cells with different switching frequencies (fast and slow) grow in alternating environments. Orange and green colors represent the first and second environments, respectively. Color change in the cellular lineage diagram corresponds to the change in phenotypic expression for a particular cell. If a cell is in the unfit state after a switching event, it ceases to proliferate. In the case of slow switchers, reduced cell-to-cell variability in each environment is depicted by a more dominant use of a single color.
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Figure 2 Environmental effects on phenotypic distribution and growth rates. (a) Fast-switching cells grown in nonselective media show a bimodal distribution. When cells are grown in either $\mathrm{E}_{1}$ or $\mathrm{E}_{2}$, the interaction of the URA3 gene with the environment causes ON cells to proliferate in $\mathrm{E}_{1}$ and OFF cells to proliferate in $E_{2}$. (b) Similar selection is observed for slow-switching cells; however, fewer unfit cells are observed compared to the fast switchers. (c) Growth rates corresponding to cells prepared in an $\mathrm{E}_{2}$ history and transferred to $\mathrm{E}_{1}$ at $t=0$ show a transition period and a steady-state region. Fastswitching cells (red line) recover from the effect of environment change faster than slow-switching cells (blue line) but have a lower steady-state growth rate. (d) Growth rates for cells prepared in an $\mathrm{E}_{1}$ history and transferred to $\mathrm{E}_{2}$ at $t=0$ for fast switchers (red line) and slow switchers (blue line). Solid lines are generated by the model.

To experimentally explore how switching rates affect the population growth rate in fluctuating environments, we implemented the switching system depicted in Figure 1a in vivo. Bistable gene networks provide promising experimental systems in which to implement discrete phenotypic states, and the stochastic nature of gene expression drives rare transitions between these states ${ }^{18,19}$. Recently, several synthetic ${ }^{20-23}$ and naturally occurring networks ${ }^{24,25}$ have been shown to be bistable. We selected the bistable galactose utilization pathway of the budding yeast $S$. cerevisiae ${ }^{24,26}$, because the switching rates between the two phenotypic states can be tuned experimentally ${ }^{24}$. For certain extracellular galactose concentrations, most cells in an isogenic population show either a basal pathway activity (OFF) or an activity upregulated approximately 100 -fold (ON). This wild-type network was further engineered to have externally tunable stochastic transition rates, $r_{\mathrm{ON}}$ and $r_{\mathrm{OFF}}$, between the two phenotypic expression states ${ }^{24}$, which allowed us to define both fast ( $r_{\mathrm{ON}} \sim 0.047$, $r_{\mathrm{OFF}} \sim$ $0.035 \mathrm{hr}^{-1}$ ) and slow ( $r_{\mathrm{ON}} \sim 0.004, r_{\text {OFF }} \sim 0.007 \mathrm{hr}^{-1}$ ) switching populations (Supplementary Fig. 1 online). The activity of the pathway was read out at the single-cell level using yellow fluorescent protein (YFP) under the control of the GAL1 promoter. To provide the two phenotypic states with two distinct growth rates, we placed the endogenous URA3 expression, necessary for uracil biosynthesis, under the sole control of the GAL1 promoter (Supplementary Fig. 2 online). The two environments ( $E_{1}$ and $E_{2}$ ) affect the growth rates of the two phenotypes in an antagonistic manner. Environment $E_{1}$ lacks uracil and therefore favors the growth of ON cells to the disadvantage of the OFF cells. In contrast, $\mathrm{E}_{2}$ contains both uracil and the small molecule 5 -fluoroorotic acid ( $5-\mathrm{FOA}$ ), which is converted into the toxic intermediate 5-fluorouracil in the presence of Ura3 protein, conferring a growth advantage to OFF cells ${ }^{27}$. Therefore, this experimental system provided us with a quantitative control over both the inter-phenotype switching rates and the growth rates of both phenotypes in the two different environments.

Figure $2 \mathbf{a}$ and $\mathbf{b}$ illustrate this antagonistic selection. In the absence of any selection, both OFF and ON cells grew at very similar rates (Supplementary Fig. 3 online). For both the fast and slow switchers,
we observed steady-state bimodal distributions of network activity (Fig. 2a,b, top panels). On the other hand, when we grew cells for 4 d in environment $\mathrm{E}_{1}$ or $\mathrm{E}_{2}$, the population enriched in ON or OFF cells, respectively (Fig. 2a,b, bottom panels). The fast switchers showed a more diverse distribution of expression values compared to the slow switchers, verifying our initial expectation depicted in Figure 1b. Next, we explored how this difference in diversity between fast and slow switchers affected the growth rate of the population. To measure growth rates over long periods, we used turbidostats ${ }^{28}$ (Supplementary Fig. 4 online), which enables accurate and automatic on-line measurements of population growth rates.
To quantify the relationship between population diversity and growth rate, we measured the growth rate dynamics as the population transitioned from one environment to the other. We first prepared separate cultures of fast and slow switchers by allowing them to reach a steady-state YFP expression distribution in environment $E_{1}$ or $E_{2}$ (Fig. 2a,b, bottom panels). Subsequently, we transferred cells to the other environment (at time $t=0$ ) and monitored the population growth rate $\gamma$ (Fig. 2c,d). When the environment was switched from $\mathrm{E}_{2}$ to $\mathrm{E}_{1}$, the growth rate of both the fast and slow switchers initially decreased rapidly within the first few hours, as most cells were initially in the unfit (OFF) state and were unable to produce their own uracil (Fig. 2c). After a lag period of 3-5 h, both fast- and slow-switching populations began to increase their growth rates, and they reached a steady-state growth rate after about 18 h (Fig. 2c and Supplementary Fig. 5 online).

Although the growth rates for fast and slow switchers showed qualitatively similar dynamics, the quantitative differences between them illustrate the effects of diversity on the transient and steady-state growth rates. First, the fast switchers reached their steady-state about 4 $h$ sooner than the slow switchers. This is because they enter the new environment with a larger population of fit (ON) cells, and also because more members of the initially large fraction of unfit (OFF) cells can switch to the fit (ON) state during the first few hours. During this initial phase, the fast-switching strategy is more competitive than the slow-switching strategy. However, once the growth rates have


Figure 3 Model predictions for fluctuating environments. Heat map showing the predicted fitness difference (mean growth rate) between fast and slowswitching cells as a function of the environmental period ( $T_{1}, T_{2}$ ). For short periods, the fast switchers show higher mean growth rates. On the other hand, for longer periods, slow switchers show a fitness advantage over the fast switchers. The dashed line separates regions where fast or slow switchers are predicted to be more fit. Two points were chosen in each part of the phase diagram to be further explored. The values of these points correspond to $T_{1}=20 \mathrm{~h}, T_{2}=37 \mathrm{~h}$ (circle) and $T_{1}=96 \mathrm{~h}, T_{2}=96 \mathrm{~h}$ (triangle).
reached steady state, the slow-switching strategy becomes more competitive, because the slow switchers transition less frequently to the unfit (OFF) phenotype. This results in a systematically larger steady-state growth rate compared to the fast-switching strategy. We observed similar growth rate dynamics when cells transitioned from $E_{1}$ to $E_{2}$ (Fig. 2d). The transient dynamics were slower overall in $E_{2}$, most probably because of a slow synthesis of the toxic intermediate 5-fluorouracil. In $\mathrm{E}_{2}$, the slower recovery time and greater overlap between the fast and slow growth curves made it difficult to resolve the timing of recovery with as great a precision as was possible in $E_{1}$, and measurements of the relative timing of adaptation between fast and slow-switching populations were less accurate. After the adaptation period in $\mathrm{E}_{2}$, both fast and slow switchers showed similar growth rates to what was observed in environment $\mathrm{E}_{1}$ (Fig. 2c). Taken together, these results show that after transitioning to a new environment, fast switchers have higher growth rates than the slow switchers during the transition to steady state, but lower growth rates during the steady state itself.

To further demonstrate that the observed behavior was due to the differences in switching rates between fast and slow switchers, we built a quantitative model composed of ordinary differential equations. The model (see Methods) quantifies the number of cells in each of the two discrete phenotypes, ON and OFF, which confer different growth rates: $\gamma_{\mathrm{ON}}(t)$ and $\gamma_{\mathrm{OFF}}(t)$, respectively (Fig. 1a).These growth rates reflect the fitness advantage or disadvantage conferred by the surrounding medium by quantifying both the steady-state growth rate of each

Figure 4 Testing the model predictions: growth dynamics in fluctuating environments with short and long periods. ( $\mathbf{a}, \mathbf{b}$ ) Measured growth rates for fast (red) and slow (blue) switchers grown in the short-period environment (a) (20 h in $E_{1}, 37 h$ in $E_{2}$, circle in Fig. 3) and the long-period environment (b) (96 h in $\mathrm{E}_{1}, 96 \mathrm{~h}$ in $\mathrm{E}_{2}$, triangle in Fig. 3) are compared to the growth rates predicted by the model (solid lines). (c) The calculated ratio of the number of fast switchers to slow switchers in the short-period environment. (d) The calculated ratio of the number of slow switchers to fast switchers in the long-period environment. (e,f) The experimentally measured mean growth rate in the short period (e) and the long period (f) environments. Error bars represent a $2.8 \%$ error estimated from the s.d. of the growth rate measurements.
phenotype as well as the time required for each phenotype to reach steady state (Supplementary Fig. 6 online). In addition, cells also transition from the OFF to ON (or ON to OFF) phenotypes at a constant rate $r_{\text {ON }}\left(r_{\text {OFF }}\right)$, as shown in Figure 1a. The model was then fit to the experimental data taken in each environment (red and blue lines, Fig. 2c,d). The only differences between fast and slow-switching cells in the model are the transition rates ( $r_{\mathrm{ON}}, r_{\mathrm{OFF}}$ ), indicating that the observed differences between fast and slow-switching cells can be accounted for by switching rates alone.

Using this population dynamics model, we can now predict which of the two switching strategies is more beneficial in fluctuating environments. In the model, the environment periodically alternates between environment $\mathrm{E}_{1}$ (with a duration $T_{1}$ ) and $\mathrm{E}_{2}$ (with a duration $T_{2}$ ) (Fig. 1a). To compare the relative advantage of one strategy over the other, we defined $\Gamma$ to be the average population growth rate over one period and calculated the resulting growth rates as a function of $T_{1}$ and $T_{2}$ for the fast ( $\Gamma_{\text {fast }}$ ) and slow ( $\Gamma_{\text {slow }}$ ) switching strategies. For both strategies, rapidly fluctuating environments lead to decreased fitness levels, as more time is spent in the transient recovery stage of growth. However, the fitness difference between slow switching and fast-switching populations can either be positive or negative depending on $T_{1}$ and $T_{2}$ (Fig. 3). This analysis predicts that in rapidly changing environments, fast switchers would out-compete the slow switchers, whereas in slowly varying environments, the slow switchers would dominate. The dashed line in Figure 3 shows which of the two strategies is more beneficial given the times $T_{1}$ and $T_{2}$.
To experimentally test these predictions, we chose two points in the ( $T_{1}, T_{2}$ ) space to measure fitness: $T_{1}=20 \mathrm{~h}, T_{2}=37 \mathrm{~h}$ (circle, Fig. 3) and $T_{1}=96 \mathrm{~h}, T_{2}=96 \mathrm{~h}$ (triangle, Fig. 3). As with the previous experiments, we grew the cells to steady state ( 4 d ) in $\mathrm{E}_{2}$, and then transitioned them to $\mathrm{E}_{1}$ at $t=0$. After $T_{1}$ hours, the extracellular environment was changed again to $\mathrm{E}_{2}$ for an additional $T_{2}$ hours (Fig. 4). The dynamically measured growth rates for these two fluctuating environments are shown for both fast and slow-switching populations (Figs. 4a,b), along with the population growth rates predicted by the model (solid lines). As the phase diagram suggests,

the fast-switching cells out-compete the slow switchers in the rapidly changing environment (Fig. 4a), whereas the situation is reversed in the slowly changing environment (Fig. 4b). The fitness difference between the fast and slow switchers as quantified by the average growth rate (Fig. 4e,f) shows that in the rapidly changing environment, the difference between growth rates is $20 \%$, whereas in the slowly changing environment, it is $6 \%$. Because of exponential population growth, these differences considerably magnify the relative competitiveness over even moderate timescales. This out-competition is made dramatically obvious when comparing the relative number of fast to slow switchers that would have been produced in a nonlimiting environment at the end of each run (Fig. 4c,d).

Our data suggest that tuning phenotypic switching rates may constitute a simple strategy to cope with fluctuating environments. Following this strategy, an isogenic population would improve its fitness by optimizing phenotypic diversity so that, at any given time, an optimal fraction of the population is prepared for an unforeseen environmental fluctuation. The diversity is introduced naturally through the stochastic nature of gene expression, allowing isogenic populations to mitigate the risk by not putting all of their eggs in one basket. Recent work suggests that in an adverse environment, cell-tocell variability can have an impact on the fitness of a population ${ }^{29,30}$. Here we show that, in fluctuating environments, it is the frequency of the environmental fluctuations that constrains the inter-phenotype transition rates. In particular, we demonstrate a possible mechanism for a population to enhance its fitness in fluctuating environments by tuning the phenotypic switching rates with respect to the duration of exposures to alternating environments. This 'resonant' condition provides an effective survival strategy by 'blindly' anticipating environmental changes. This strategy could be used by cellular populations that lack dedicated signal transduction machinery for particular extracellular signals, or when it is crucial for a population to act at a faster timescale than is possible by signal transduction.

## METHODS

Strain construction. In order to couple the expression of the URA3 gene to the activity of the galactose pathway, we modified the diploid strain MA0188 (ref. 24). The promoter of the URA3 gene was replaced by the GAL1 promoter using homologous recombination of transformed PCR product. The Candida albicans HIS5 gene was used as a marker. Integrations were verified by PCR.

Growth conditions and media. We grew cultures in synthetic dropout media with the appropriate amino-acid supplement and $2 \%$ raffinose as a carbon source. Before transferring them to their turbidostat environments, we grew cells for 4 d in liquid culture in a shaker at $30{ }^{\circ} \mathrm{C}$. The culture volume was 5 ml for the initial overnight growth and $10-15 \mathrm{ml}$ afterwards. These 'preturbidostat' media (corresponding to environment $\mathrm{E}_{2}$ ) contained uracil (at a final concentration of $0.02 \mathrm{mg} / \mathrm{ml}$ ) and 5-FOA (at a final concentration of $0.19 \mu \mathrm{~g} / \mathrm{ml}$ ). During this period, cells were prevented from reaching stationary growth phase by serial dilution. Next, cells were washed with their prospective 'in-turbidostat' media (environment $\mathrm{E}_{1}$ lacking uracil and 5-FOA) and transferred to the turbidostat. The turbidostat maintains constant optical density levels (OD) corresponding to exponential growth $\left(0.05<\mathrm{OD}_{600}<0.2\right)$. For the switch to environment $\mathrm{E}_{2}$, we added uracil $(0.02 \mathrm{mg} / \mathrm{ml})$ and $5-\mathrm{FOA}$ $(0.19 \mu \mathrm{~g} / \mathrm{ml})$ to the turbidostat media. The turbidostat temperature was maintained at $30{ }^{\circ} \mathrm{C}$. Fast and slow-switching phenotypes were obtained by supplementing the synthetic dropout media with galactose and doxycycline. For the fast-switching phenotype, we used $0.004 \%$ galactose and $0.00282 \mu \mathrm{~g} / \mathrm{ml}$ doxycycline; for the slow-switching phenotype, we used $0.03 \%$ galactose and $0.0135 \mu \mathrm{~g} / \mathrm{ml}$ doxycycline. The expression distributions were determined by flow cytometer (FACScan; Becton Dickinson).

The top panels in Figure 2 show the distribution of the cells when they were grown in nonselective media conditions (with uracil and without 5-FOA) for

4 d after an overnight growth in nonselective media again). The fast and slow switchers have indistinguishable growth rates in nonselective media (Supplementary Methods online).
Measurement of switching rates. Cells were grown using nonselective synthetic dropout media (including $0.02 \mathrm{mg} / \mathrm{ml}$ uracil but lacking 5-FOA) in $2 \%$ raffinose. After overnight growth, cells were grown in $5-\mathrm{ml}$ cultures for 30 h in $2 \%$ raffinose ('raffinose history') and $2 \%$ raffinose and $2 \%$ galactose ('galactose history'). Subsequently, the raffinose and galactose history cells were separately grown for another 24 h in media having $0.004 \%$ galactose and $0.00282 \mu \mathrm{~g} / \mathrm{ml}$ doxycycline (fast switchers) and $0.03 \%$ galactose and $0.0135 \mu \mathrm{~g} / \mathrm{ml}$ doxycycline (slow switchers). Culture volume during this period was 10 ml , and the OD did not exceed 0.315. The expression distributions shown in Supplementary Figure 1 were determined by flow cytometer (FACScan; Becton Dickinson).

We used a first-order kinetic model to estimate the amount of time required for a cell to transition from one state to the other once it has decided to make the switch. Here we assumed that ON cells produce YFP and Ura3 protein at a constant rate and that OFF cells produce none. Further, we assumed that removal of YFP and Ura3 was determined by the dilution rate due to growth. Using this model, we calculated that it requires approximately 1.3 h for an average OFF cell to enter into the ON phenotype peak, whereas it requires approximately 6.5 h for an ON cell to dilute enough YFP to be indistinguishable from an OFF cell. Both of these timescales are smaller that the switching rates, indicating that our approximation of the population as two distinct phenotypes is reasonable.

Turbidostat setup. All growth rate measurements were made using a custommade turbidostat (Supplementary Fig. 4). Cells were maintained at $10-15 \mathrm{ml}$ volumes in test tubes while magnetic stir bars kept the cultures well mixed. An infrared LED/Photodiode pair ( 940 nm ) was used to measure the relative OD through a D/A converter and custom Labview software. A peristaltic pump provided fresh media to dilute the population whenever the OD went above a critical threshold value. A second continuously operating peristaltic pump coupled to a pickup tube kept the culture volume fixed.

Population dynamics model. The model consists of two differential equations that characterize the dynamics of the number of cells in the ON and OFF states, $N_{\text {ON }}$ and $N_{\text {OFF }}$, respectively:

$$
\begin{aligned}
& (d / d t) N_{\mathrm{ON}}=\gamma_{\mathrm{ON}} N_{\mathrm{ON}}-r_{\mathrm{OFF}} N_{\mathrm{ON}}+r_{\mathrm{ON}} N_{\mathrm{OFF}} \\
& (d / d t) N_{\mathrm{OFF}}=\gamma_{\mathrm{OFF}} N_{\mathrm{OFF}}+r_{\mathrm{OFF}} N_{\mathrm{ON}}-r_{\mathrm{ON}} N_{\mathrm{OFF}}
\end{aligned}
$$

The population growth rate is given by:

$$
\gamma(t)=\frac{(d / d t) N_{\mathrm{ON}}+(d / d t) N_{\mathrm{OFF}}}{N_{\mathrm{ON}}+N_{\mathrm{OFF}}}
$$

The parameter $r_{\mathrm{ON}}\left(r_{\mathrm{OFF}}\right)$ characterizes the rate of transitions to the ON (OFF) state. The values $\gamma_{\text {ON }}$ and $\gamma_{\text {OFF }}$ are the instantaneous growth rates of the ON and OFF phenotypes and depend on which environment the cells are in. In $E_{1}$ the rates are given by $\gamma_{\mathrm{ON}}(t)=\gamma_{1}\left(1-\mathrm{e}^{-r_{1} t}\right)$ and $\gamma_{\text {OFF }}(t)=\gamma_{1}\left(\mathrm{e}^{-d_{1} t}\right)$, and in $\mathrm{E}_{2}$ the rates are given by $\gamma_{\mathrm{OFF}}(t)=\gamma_{2}\left(1-\mathrm{e}^{-r_{2} t}\right)$ and $\gamma_{\mathrm{ON}}(t)=\gamma_{2}\left(\mathrm{e}^{-d_{2} t}\right)$ (Supplementary Fig. 6). In these equations, $t$ represents the amount of time since the last environmental transition, and the constants $\gamma_{1}$ and $\gamma_{2}$ represent the steady-state growth rates achieved by the fit phenotype in each environment. The constants $r_{1}$ and $r_{2}$ represent the amount of time it takes cells to recover from a transition from an unfit to a fit environment. Similarly, $d_{1}$ and $d_{2}$ represent the time it takes unfit cells to cease growing after a transition from a fit environment to an unfit environment. Parameters and their values are detailed in Supplementary Table 1 online. The model results were calculated using the ode23 function in Matlab (Mathworks). We fit the parameters $r_{1}, r_{2}$, $d_{1}$ and $d_{2}$ to the data in Figure 2c and $\mathbf{d}$ by minimizing the $\chi^{2}$ cost function with custom Matlab scripts.

Data analysis. We calculated growth rates by recording the fraction of time the pump was actively providing fresh media during each hour-long interval and converting this into a pump flow rate by multiplying by the pump's maximal possible flow rate. This raw pump activity was then converted into a growth rate by normalizing with the volume of the turbidostat culture using the
formula $\gamma(t)=\frac{p(t)}{V_{\text {culture }}}$, where $p(t)$ represents the measured pumping rate in $\mathrm{ml} / \mathrm{hr}$ and $V_{\text {culture }}$ represents the culture volume in ml .

Note: Supplementary information is available on the Nature Genetics website.
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